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Motivation

Common factor model

e Consider y;, a vector of n stochastic variables with high degrees of
cross-section dependences. Its dynamics can be represented as

yit:,ui+’7ift+zit- (t:]-a"'vTa L= 17"'7”) (1)
- f¢ referred to as an unobserved common factor
- pj is an individual fixed effect
- zj; idiosyncratic factor

- 75, factor loading which give a measure of the contribution
of the j-th individual to the common shock

e This is an attractive representation which allows :
- to model large dimensional dataset with high degree of
cross-sectional correlations
- a parsimonious econometric structure
@ An important upsurge of forecasting methods using common
factors is noted in recent years : Stock and Watson (2002), Pena
and Poncela (2004)...
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Motivation

Common factors as predictors

e A popular case is the diffusion index forecast (Stock and Watson,
2002). Consider the case with a single factor

Yy =a+ Bfi—1+ pyi—1 + & (2)

- ’p| < 17
- f¢ is extracted from x; a large panel of stationary time series
which admits a common factor structure (Equation 1).

@ The corresponding h-step ahead forecast is

Uprh = ap + Buft + prye (3)

- By and pp, depend on the forecast horizon

- K (ft+h| {fnyr}Tﬁ) =0.

o Important forecast performance shown by the literature
(improving forecast accuracy, outperforming many competing
methods )
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Methodology

In the paper

@ Augment univariate series by idiosyncratic factor : Idiosyncratic
Factor-Augmented (IFA) model.

e Thus, an approach which focuses on the role of idiosyncratic factor.

e Show that IFA model also should work well for forecasting and
represents an improvement with respect to the simple univariate
model, since it permits to model country specific factors which
should play an important role in the evolution of the univariate
macroeconomic time series such as GNP.
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Methodology

Setup

e Consider that n in model (1) is enough large and that y; is a
vector of macroeconomic variables
Yit = M + Yife + zit-

@ The factor is allowed to follow a dynamic stationary vector process

Jt=wvft-1+mn (4)

o Using these two last equations

Yit = (L= p) i +75i (0 = p) fim1 + pYii—1 + zit — pzig—1 + Yine- (5)

- univariate regression is a special case of the factor
augmented model with the restriction ¢ = p and ~; = 0.

- diffusion index forecast, case where f; and y;; are not
restricted to have the same order of integration and where the

restriction that 7y and (1 — pL) z;; are unpredictable is
considered.
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Methodology

Forecasting model

e Single factor residual model (set ¢ = p)
Yit = i + pYie—1 + it
it = Yine + e

-aip=(1—p)p
- e;; follows MA process : e;; = 2t — pZit—1-
@ The residual is exploited for forecasting purpose

Uit+1 = @ + pyit + dzit (one-step ahead)
h—1

Yitrh = Z ploy + phyit + ph_lqﬁzit. (h-step ahead)
§=0

e With prediction mean square error

h—1 6 5)
MSFE! aZ,+Z 2 (P = —P%) 52 (7)

z1
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Forecast Accuracy

Univariate forecast vs. IFA forecast

o If the effect of the factor residual is mistakenly ignored , then the
resulting univariate series will follows an ARMA (1,1) process

Yit = Ci + pYit—1 + Vit — 0ivig—1 (8)
- |5z| <1
- vy ~i.i.d. (0,02) Vi
e Univariate ARMA(1,1) forecast

it+1 = Ci + pYit — 0iVit (one-step ahead)
h—1

Uit+h = Z plei + phyit - ,Oh_l(%vit (h-step ahead)
j=0

o With prediction mean square error

h—1 2
20 — 0; (p—6;
MS}-EEQ) _ ( Pp )J§i+§ :p2j (p i ) Uzi. 9)
=0 ’
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Forecast Accuracy

Univariate ARMA forecast vs. IFA forecast

o Let A; = MS]-'EZ@) - MS}"EEH be the measure of the forecast
performance of the augmented univariate model, with respect to
the simple univariate model. For the h-steps ahead forecast, we
have :

- In the non stationary case (p = 1),
A;=(1-6)0% >0. (10)
- In the stationary case (|p| < 1),
Ai=p*""(p—6:)oZ; > 0. (11)

@ Reduction of the Mean Square Forecast Error
@ When the horizon of prediction approaches infinity, the difference
between both models vanishes (In the stationary case).

o A larger value of o2, implies a greater forecast precision of the IFA
model
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Simulation Study

Simulations design

@ Three models are compared :
(1) naive forecast

Jit1 = i+ pMPys,
(2) ARMA(1,1) forecast

A ARMA
Yitr1 = +p

(3) IFA forecast

ARMA
Yit — 0iVi ¢,

IFA

~ IFA
Yigr1 =" =+ p

Vit + Pzt

e 1,000 replications
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mulation St

Simulations results
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mulation Study

Simulations results
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Figure 1: Distribution fit of forecast ervors
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Simulation Study

Main findings

o Relative advantage of the IFA over the ARMA and the AR due to
omission of the residual common factor structure.

e IFA model yields more accurate prediction both for near zero and
near unit values of p.

@ AR never the best model
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Conclusion

Concluding Remarks

@ A gain in precision, in terms of the prediction MSFE, of the IFA
model with respect to ARMA and simple univariate depends on
the importance of the share of variance of the idiosyncratic
element.

o In the case of nonstationary series, results are very mitigated du to
estimations problems linked with the presence of unit root.

e In all cases, AR never the best model
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